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A road with obstacles - but nothing is impossible
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Bell & Swisscom Partnership - Let’s work together
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One of those Outages

Critical Outage Impacted Internet and IPTV in Toronto
Outage Description:

+ At9:19 EST on Jan 31, INOC received alarms on a BRAS in Rexdale B Ticket #: IN5445557
» Customers serviced by the BRAS lost their Internet and IPTV services Date: Date
 Alarms received for the line card servicing the customers i mm“ ™ Outage start time 09:19 EST
« With the learnings and experience from recent outages on the platform, INOC reloaded the line card as the ‘ Outage detected 09:19 EST
recovery procedure and restored service by 09:37 EST Detected by —
Spinet Spine2 detector”
* 3 outages happened in Jan 2024 on the BNG — e N l% | Flash/Ignite issued 09:54 EST
. féf(t:t; tthc?u:\;eg)gz:ale outage, Vendor identified 2 bugs are related to the "“ — mﬁg giﬁ @ ! a_: Exec notif issued 1006 EST
1. Linecard bug in Vendor code (fix available in mid-Feb) S oS - Patle Backup _Customer NA
2. Subscriber management bug (still under investigation) R — | @ - '
» Escalated to Vender executives to confirm root cause and provide fixes e e | | Workaround enabled? 09:30 EST
e - — — mmee ' Duration: 18 mins

Customer impacts / Experi
Top Lessons Learned / Next Steps or Focus Areas
Number of Customers affected per services

Root Cause & triggers «  Work with Vender to understand triggers and root cause « Feb7
Mitigation and Fix « Develop rollout strategy on mitigations once available from Vender to reduce « Feb9 )
. Impact on Services XYZ
vulnerability
« Validate fix and develop rollout strategy once available from Vender « End-Feb

Detection » Vender to provide known signature(s)
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Yet Another Outage at Bell (YAOB)

Scenario for real Outage— IPTV and Mobility Outage

Outage detalls

inti . 2 100G links t
Outage Description: xnew 1006 ks 1o Ticket f: INC480805
+ On April 6%, customers in the Region A saw impacts to TV and mobility services —— April 06
caused by multiple network issues happened simultaneously
Outage start time 08:00ET
Root Cause: Outage detected 08:04 ET
* 5 0f 6 IP Core links were down between City A and region B due to multiple network Detected by Group aand b
issues:
X ) . . Monitering tools Thousand Eyes,
1. One link between City A and City B was under repair and out-costed New Relic
2. Fiber cut west of City B which impacted 3 links Flash / Ignite Issued T
3. Afiber was disconnected erroneously in a transport facility in City B due to incorrect Exec notif lssued A
information in FWO e¢ notifissue
NA
Customer notification?
Resolution: NA
« Describes resolution solutions & steps Workaround enabled? 08:30 ET
Outage end time 08:30 ET
Duration: 30 mins

Customer impacts | Experience

Customer impact in number

Learning / Focus Area Action/Next Step

Repair the fiber cut between Temporary repaired 11:30 ET on 6

City A, City B and City C « Permanent repair the fiber cut to restore the remaining 3 impacted links in progress
Augment capacity between + Add 2x 100G links between city A and City B to accommodate increasing traffic and
Region A and Region B provide additional capacity during failover situation

Lack of warning when capacity + Process adjustment to alert when capacity going to a node, location and/or region is
at risk at risk

Services | applications impacted

Services

The bad: Awareness of the 5 links down but without correlation no visibility on customerimpact or network vulnerability
The objective: Root causes & awareness needs to be auto-generated with correlations and sent to operations



Network Telemetry and Data Analytic

Objectives:
> Provide a centralize view of the End-to-End Network infrastructure and its services

» To enable Anomaly Detection-real-time, in-depth awareness
» To enable E2E network visualization

» To enable network optimization

» To enable verification, troubleshooting and notification

» To enable event tracking and prediction

» To enable policy and intent compliance

The project aim at centralizing network telemetry data to a data lake, for data analytic and future projects

Network Telemetry Framework REC9232 is used as industry reference


https://datatracker.ietf.org/doc/html/rfc9232

Thank You!

What’s your

YAOB ?
(Yet Another Outage at Bell)
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